Numerical computation and properties of the two-dimensional exponential integrals
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Abstract

In this paper, we investigate problem of convergence of the two-dimensional exponential integral (TDEI) functions arising in the study of the radiative transfer in a multi-dimensional medium. In our study, generalized exponential integral function’s (GEIF) are expressed with double improper integrals as given in the original expression. Then we study the properties and asymptotic behaviour of the TDEI functions. We also give numerical computations of the values of TDEI functions.
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1. Introduction

The two-dimensional exponential integral (TDEI) functions play an important role in various fields of theoretical physics, quantum chemistry, theory of transport process, theory of fluid flow and theory of radiative transfer in a multi-dimensional medium [6], [7], [11]-[13], [19], [22]. The TDEI functions are especially useful for the study of anisotropic scattering in a two-dimensional medium with a scattering phase function [12], [13], [22]. Breig and Crosbie derived a series expansion and recurrence relations suitable for numerical computation of the one-dimensional exponential integral functions [7]. It is shown that the absorption of solar radiation by the earth’s atmosphere is given in terms of first-order exponential integral function. The fundamental integral equation of the radiative transfer of two-dimensional planar media with anisotropic scattering was derived
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by Crosbie and Dougherty [11]. Note that the TDEI functions are the kernel of that integral equation. The TDEI functions play an important role in the investigation of the two-dimensional radiative transfer in an absorbing-emitting cylindrical medium and determination of the radiative flux [12]. The generalized exponential integral functions are studied in [1]-[5], [10], [17]. In [2] GEIF’s are expressed with the single integrals. In our study, GEIF’s are expressed with double improper integrals as given in the original expression. This depends on the truth that the uniform convergence of integrals gives more precise results. Also in [2] GEIF’s are given in terms of Bessel functions, in the form of series. This GEIF’s approximation gives ruder results compared to ours. This study uses a different methodology from [1], [2], [10], [17] and results are achieved with higher accuracy. The TDEI functions examined in this work are defined as

\[
\varepsilon_n(\tau, \beta) = \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \exp(-r) / \tau^{n+1} \right] \exp(-i\beta x) \, dx \, dy
\]

where \( r^2 = x^2 + y^2 + \tau^2 \) and \( n = 1, 2, \ldots \).

Note that the TDEI functions are two-dimensional analogs of the exponential integral functions [14].

\[
E_n(\tau) = \int_1^\infty t^{-n} \exp(-\tau t) \, dt,
\]

\( n = 1, 2, \ldots \). The exponential integral function (1.2) plays an important role in various fields of theoretical physics, quantum chemistry and theory of transport process [8], [9], [16], [20], [21].

Many properties of the TDEI functions depend on the uniform convergence of the improper integral (1.1). In this paper, we study the problem of convergence of the TDEI functions \( \varepsilon_n(\tau, \beta) \). We also investigate the properties, asymptotic behaviour and numerical computation of the TDEI functions.

2. Uniform convergence

Let us consider the improper integral

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\tau, \beta, x, y) \, dx \, dy
\]

where \( (\tau, \beta) \in D \subset \mathbb{R}^2 \).

2.1. Definition. [18]. Integral (2.1) is said to be uniformly convergent with respect to \( (\tau, \beta) \in D \) if it is convergent for all \( (\tau, \beta) \) and if, given any \( \varepsilon > 0 \), there is a sufficiently large number \( R_0 \) independent of \( (\tau, \beta) \) and such that for any \( R \) satisfying the inequality \( R > R_0 \) there holds the inequality

\[
\left| \int_{R^2-\omega_R} f(\tau, \beta, x, y) \, dx \, dy \right| < \varepsilon
\]

where \( \omega_R \) is the ball of radius \( R \) with centre of the origin.

2.2. Theorem. [18]. If for the function \( f(\tau, \beta, x, y) \) in question there holds the inequality

\[
|f(\tau, \beta, x, y)| \leq \varphi(x, y), \quad (\tau, \beta) \in D
\]
and the improper integral
\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \varphi(x, y) \, dx \, dy \]
is convergent then integral (2.1) convergences uniformly with respect to \((\tau, \beta)\) on \(D\).

For all \(\varepsilon > 0\) we define the domain
\[ D(\varepsilon) = \{ (\tau, \beta) \in \Omega, \ \tau \in [\varepsilon, \infty), \ \beta \in (-\infty, \infty) \}, \]
where
\[ \Omega = \{ (\tau, \beta) \in \mathbb{R}^2, \ \tau \in [0, \infty), \ \beta \in (-\infty, \infty) \}. \]

**2.3. Theorem.** i) The two-dimensional exponential integral function \(\varepsilon_n(\tau, \beta)\) is uniformly convergent with respect to \((\tau, \beta)\) on \(D(\varepsilon)\).

ii) The function \(\varepsilon_n(\tau, \beta)\) is nonuniformly convergent with respect to \((\tau, \beta)\) on \(\Omega\).

**Proof.** i)
\[
\varepsilon_n(\tau, \beta) = \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \exp \left( -r^{n+1} \right) \right] \exp(-i\beta x) \, dx \, dy
\]
where \(r^2 = x^2 + y^2 + \tau^2\).

If we define
\[
g(\tau, \beta, x, y) = \left[ \exp \left( -\sqrt{x^2 + y^2 + \varepsilon^2} \right) / \left( \sqrt{x^2 + y^2 + \tau^2} \right)^{n+1} \right] \exp(-i\beta x)
\]
then
\[
\varepsilon_n(\tau, \beta) = \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(\tau, \beta, x, y) \, dx \, dy.
\]

For all \(\varepsilon > 0\) we have
\[
|g(\tau, \beta, x, y)| \leq \exp \left( -\sqrt{x^2 + y^2 + \varepsilon^2} \right) / \varepsilon^n \sqrt{x^2 + y^2 + \varepsilon^2}
\]
and
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( -\sqrt{x^2 + y^2 + \varepsilon^2} \right) / \varepsilon^n \sqrt{x^2 + y^2 + \varepsilon^2} \, dx \, dy = 2\pi \varepsilon^{-n} \exp(-\varepsilon) < \infty.
\]

So from the Theorem 2.1 we find that the function \(\varepsilon_n(\tau, \beta)\) is uniformly convergent with respect to \((\tau, \beta)\) on \(D(\varepsilon)\).

ii) For all \((\tau, \beta) \in \Omega\) we have
\[
\varepsilon_n(\tau, \beta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(-r) / r^{n+1} \exp(-i\beta x) \, dx \, dy
\]
\[
> -\frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(-r) / r^{n+1} \, dx \, dy.
\]
Let us consider
\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\varphi(\tau, x, y)}{r^{n+1}} dxdy \]

where \( \varphi(\tau, x, y) = \exp(-\tau) \), \( \varphi(\tau, 0, 0) = \exp(-\tau) > 0 \). Then there is a ball \( \omega \) with centre at the origin and radius so small that \( |\varphi(\tau, x, y)| > \frac{|\varphi(\tau, 0, 0)|}{2} = \frac{\exp(-\tau)}{2} > 0 \) on that ball.

Therefore
\[
\left| \int_{\omega} \varphi(\tau, x, y) / r^{n+1} dxdy \right| = \int_{\omega} |\varphi(\tau, x, y)| / r^{n+1} dxdy
\]
\[
> \frac{\exp(-\tau)}{2} \int_{\omega} 1 / r^{n+1} dxdy \to \infty \text{ for } \tau \to 0
\]

Therefore the function \( \varepsilon_n(\tau, \beta) \) is nonuniformly convergent with respect to \((\tau, \beta)\) on \( \Omega \).

3. Properties of the TDEI function

Let \( G \subseteq \mathbb{R}_m \) and \( D \subseteq \mathbb{R}_n \) where \( \mathbb{R}_m \) and \( \mathbb{R}_n \) denote \( m \)-dimensional and \( n \)-dimensional spaces, respectively.

We shall consider an integral of the form

\[(3.1) \quad F(\xi) = \int_D f(\xi, \eta) d\eta \quad (\xi \in G)\]

taken over an unbounded domain \( D \) such that it has the point at infinity as its only singularity for any \( \xi \in G \).

3.1. Theorem. [18]. If the function \( f(\xi, \eta) \) is continuous on
\[ G \times D := \{ \xi \in G, \ \eta \in D \} \]
and if the integral (3.1) is uniformly convergent with respect to \( \xi \) on \( G \), then the function
\[ F(\xi) = \int_D f(\xi, \eta) d\eta \]
is a continuous function with respect to \( \xi \) on \( G \) and for all \( \xi_0 \in G \)
\[ \lim_{\xi \to \xi_0} \int_D f(\xi, \eta) d\eta = \int_D \lim_{\xi \to \xi_0} f(\xi, \eta) d\eta. \]

3.2. Theorem. [18]. If the conditions of Theorem 3.1 hold then the function \( F(\xi) \) can be integrated with respect to \( \xi \) on \( G \) under the integral sign, that is
\[ \int_G F(\xi) d\xi = \int_D \int_G f(\xi, \eta) d\eta = \int_D \int_G f(\xi, \eta) d\xi. \]

3.3. Theorem. The function \( \varepsilon_n(\tau, \beta) \) is continuous with respect to \((\tau, \beta)\) on \( D(\varepsilon) \).
Proof. Let \((\tau_0, \beta_0)\) is any point of \(D(\varepsilon)\). In view of Theorems 2.2 and 3.1 we get

\[
\lim_{\beta \to \beta_0} \varepsilon_n(\tau, \beta) = \lim_{\tau \to \tau_0} \frac{\tau_0^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \exp\left(-\frac{r}{r^{n+1}}\right) \exp(-i\beta x) \right] dx dy = \frac{\tau_0^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp\left(-\sqrt{x^2 + y^2 + \tau_0^2}\right) \exp(-i\beta_0 x) dx dy = \varepsilon_n(\tau_0, \beta_0).
\]

Therefore the function \(\varepsilon_n(\tau, \beta)\) is continuous on \(D(\varepsilon)\). \(\blacksquare\)

### 3.4. Theorem. \([18]\). If \(\xi\) is a scalar variable running through a closed interval \([a, b]\) and the function \(f(\xi, \eta)\) is continuous together with its partial derivative \(\frac{\partial f}{\partial \xi}\) on \([a, b] \times D\) and if integral (3.1) is convergent while the integral

\[
F_1(\xi) = \int_D \frac{\partial f}{\partial \xi}(\xi, \eta) d\eta
\]

is uniformly convergent with respect to \(\xi \in [a, b]\) then \(F'(\xi) = F_1(\xi)\), that is

\[
\frac{\partial f}{\partial \xi} \int_D f(\xi, \eta) d\eta = \int_D \frac{\partial f}{\partial \xi}(\xi, \eta) d\eta.
\]

### 3.5. Definition. \([23]\). Suppose \(f : \mathbb{R} \to \mathbb{C}\) is a locally integrable function on \(\mathbb{R}\). The function

\[
\hat{f}(\beta) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(x) \exp(-i\beta x) dx
\]

is called Fourier transform of the function \(f\).

### 3.6. Theorem. \([18]\). If \(f \in L = L(\mathbb{R})\), then \(\hat{f}\), as bounded continuous functions, possess the property

\[
\lim_{|\beta| \to \infty} \hat{f}(\beta) = 0
\]

### 3.7. Theorem. \(\varepsilon_n(\tau, \beta)\) satisfies the following asymptotic equations:

(3.2) \(\varepsilon_n(\tau, \beta) = o(1)\), \((\tau, \beta) \in D(\varepsilon), \tau \to \infty\).

(3.3) \(\varepsilon_n(\tau, \beta) = o(1)\), \((\tau, \beta) \in D(\varepsilon), \beta \to \pm\infty\).

(3.4) \(\varepsilon_n(\tau, \beta) = E_n(\tau) + o(1)\), \((\tau, \beta) \in D(\varepsilon), \beta \to \infty\).
Proof. Using Theorem 2.2 and 3.1, we obtain that, for all \((\tau, \ beta) \in D(\varepsilon)\)

\[
\lim_{\tau \to \infty} \varepsilon_n(\tau, \beta) = \lim_{\tau \to \infty} \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \exp(-r) / r^{n+1} \right] \exp(-i\beta x) \, dx \, dy
\]

\[
< \lim_{\tau \to \infty} \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \exp\left(-\sqrt{x^2 + y^2 + \tau^2} / \tau^2 \right) \right] \exp(-i\beta x) \, dx \, dy
\]

\[
= \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \lim_{\tau \to \infty} \left[ \exp\left(-\sqrt{x^2 + y^2 + \tau^2} / \tau^2 \right) \right] \exp(-i\beta x) \, dx \, dy
\]

\[
= 0
\]

(3.2) holds.

Let us prove (3.3)

\[
\varepsilon_n(\tau, \beta) = \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \exp(-r) / r^{n+1} \right] \exp(-i\beta x) \, dx \, dy
\]

\[
< \frac{\tau^{n-1}}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \left( \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \left[ \exp\left(-\sqrt{x^2 + \tau^2} / \sqrt{x^2 + \tau^2} \right) \right] \exp(-i\beta x) \, dx \right) \, dy
\]

\[
= \frac{\tau^{n-1}}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \left( \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(\tau, x) \exp(-i\beta x) \, dx \right) \, dy
\]

where

\[f(\tau, x) = \exp\left(-\sqrt{x^2 + \tau^2} / \sqrt{x^2 + \tau^2} \right) \left[ \exp(-x^2 / \tau^2) \right]^{n+1} \].

Then from the Definition 3.1 we get

(3.5) \[\varepsilon_n(\tau, \beta) = \frac{\tau^{n-1}}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \hat{f}(\tau, \beta) \, dy \]

and due to the following expression

\[
\int_{-\infty}^{\infty} |f(\tau, x)| \, dx = \int_{-\infty}^{\infty} \exp\left(-\sqrt{x^2 + \tau^2} / \sqrt{x^2 + \tau^2} \right) \right) \exp(-x^2 / \tau^2) \, dx
\]

\[
< 2 \exp(-\tau) \int_{\tau}^{\infty} 1/u^n \sqrt{u^2 - \tau^2} \, du < \infty,
\]

\[f \in L(\mathbb{R}) \] by virtue of Theorem 3.5

(3.6) \[\lim_{|\beta| \to \infty} \hat{f}(\tau, \beta) = 0.\]

From the Theorem 2.2, 3.1 and (3.5), (3.6) we get

\[
\lim_{|\beta| \to \infty} \varepsilon_n(\tau, \beta) = \frac{\tau^{n-1}}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \lim_{|\beta| \to \infty} \hat{f}(\tau, \beta) \, dy
\]

\[
= 0,
\]

i.e., (3.3) holds.
According to Theorem 2.2, 3.1 we obtain,

\[
\lim_{\beta \to 0} \varepsilon_n (\tau, \beta) = \lim_{\beta \to 0} \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \exp \left( -r \right) / r^{n+1} \right] \exp \left( -i\beta x \right) dx \, dy
\]

\[
= \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \lim_{\beta \to 0} \exp \left( -i\beta x \right) dx \, dy
\]

\[
= \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( -r \right) / r^{n+1} dx \, dy
\]

\[
= \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( -tr \right) / r^n dt \, dx \, dy
\]

\[
= \frac{\tau^{n-1}}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi (\tau, x, y) dx \, dy
\]

where

\[
\phi (\tau, x, y) = \int_1^\infty \exp \left( -tr \right) / r^n dt.
\]

It is clear that last integral is uniformly convergent with respect to \((\tau, x, y)\) on the domain \(\{\tau \in [\varepsilon, \infty), (x, y) \in \mathbb{R}^2\}\).

So making use of the Theorem 3.2 we have

\[
\lim_{\beta \to 0} \varepsilon_n (\tau, \beta) = \frac{\tau^{n-1}}{2\pi} \int_{1}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{(t-1)^{n-1}}{2\pi} \exp \left( -tr \right) / r^n dx \, dy \, dt
\]

using the Theorem 2.2, 3.4 and \((n-1)\) times integration by parts yield

\[
\lim_{\beta \to 0} \varepsilon_n (\tau, \beta) = \frac{\tau^{n-1}}{(n-1)!} \left( \frac{1}{2\pi} \right) \int_{1}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{(t-1)^{n-1}}{2\pi} \exp \left( -tr \right) / rdx \, dy \, dt
\]

\[
= \frac{\tau^{n-1}}{(n-1)!} \int_{1}^{\infty} (t-1)^{n-1} \exp (-\tau t) / t \, dt.
\]

(3.7)

The last term can be written in the following form

\[
\int_{1}^{\infty} (t-1)^{n-1} \exp (-\tau t) / t \, dt = \int_{1}^{\infty} (t-1)^{n-2} \exp (-\tau t) t \, dt - \int_{1}^{\infty} (t-1)^{n-3} \exp (-\tau t) t \, dt
\]

\[
+ \int_{1}^{\infty} (t-1)^{n-4} \exp (-\tau t) t \, dt
\]

\[
- ... + (-1)^{n+1} \int_{1}^{\infty} (t-1) \exp (-\tau t) t \, dt
\]

\[
+ (-1)^n \int_{1}^{\infty} (t-1) \exp (-\tau t) t \, dt.
\]
If we use integration by parts for all term we get
\[
\int_1^\infty (t-1)^{n-1} \exp(-\tau t) \, dt = \frac{(n-2)!}{\tau^{n-1}} - \frac{(n-3)!}{\tau^{n-2}} + \frac{(n-4)!}{\tau^{n-3}} - \ldots + (-1)^n \frac{2!}{\tau^3} + (-1)^{n-1} \frac{1!}{\tau^2} + (-1)^n \frac{0!}{\tau^1} \exp(-\tau)
\]
\[+ (-1)^{n-1} \int_1^\infty \exp(-\tau t) \, dt \]  
\tag{3.8}
\]

By means of integration by parts for the right-hand side of (3.8) then
\[
(-1)^{n-1} \int_1^\infty \exp(-\tau t) \, dt = (-1)^{n-1} \frac{0!}{\tau^1} - \frac{1!}{\tau^2} + \frac{2!}{\tau^3} - \ldots + (-1)^n \frac{(n-4)!}{\tau^{n-3}} - \ldots
\]
\[+ (-1)^{n-1} \frac{(n-3)!}{\tau^{n-2}} + (-1)^n \frac{(n-2)!}{\tau^{n-1}} \exp(-\tau)
\]
\[+ \frac{(n-1)!}{\tau^{n-1}} \int_1^\infty \exp(-\tau t) \, dt \]  
\tag{3.9}
\]

Substitution of (3.9) into (3.8) gives
\[
\int_1^\infty (t-1)^{n-1} \exp(-\tau t) \, dt = (n-1)! \int_1^\infty \exp(-\tau t) \, dt
\]
\[\frac{1}{\tau^{n-1}} \int_1^\infty \exp(-\tau t) \, dt \]  
\tag{3.10}
\]

Considering the substitution of (3.10) into (3.7) gives
\[
\lim_{\beta \to 0} e_n(\tau, \beta) = \int_1^\infty \exp(-\tau t) \, dt
\]
\[= E_n(\tau). \]
\]

4. Numerical Computation

The numerical computation of TDEI functions have been studied by several authors. Those computation methods consist asymptotic or binomial series for TDEI function which include mass computations [6]-[9], [11]-[16], [18]-[23]. On the basis of the uniform convergence of \( e_n(\tau, \beta) \), obtained in this paper we constructed a new simple and an accurate algorithm for the calculation of TDEI function even in a moderate PC. The computations were performed for large values of parameters \( \tau \) and \( \beta \). In this paper the TDEI functions were calculated on the Mathematica 8.0 international mathematical software. The comparative examples of computer calculations for the TDEI functions are given in Tables 1-4. As can be seen from tables, our computational results are in agreement with literature [7]. Also from Tables 1-4 we see that the calculation results of the TDEI functions show good rate of convergence in the range of parameters \( \tau \in [10^{-3}, 1] \) and \( \beta \in [1, 20] \).
<table>
<thead>
<tr>
<th>τ</th>
<th>N = 1</th>
<th>t = 2</th>
<th>N = 5</th>
<th>t = 10</th>
<th>N = 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>A = 6.143314628912719</td>
<td>+iE - 1</td>
<td>A = 5.850334088713723</td>
<td>+iE - 1</td>
<td>A = 5.210596350515581</td>
</tr>
<tr>
<td></td>
<td>B = 0.1433</td>
<td>B = 5.8503</td>
<td>B = 5.2106</td>
<td>B = 4.6224</td>
<td>B = 3.97946820496179</td>
</tr>
<tr>
<td>0.005</td>
<td>A = 4.34790167889449</td>
<td>+i1.76697423035287E - 17</td>
<td>A = 4.245006981521531</td>
<td>+iE - 1</td>
<td>A = 3.611802541723557</td>
</tr>
<tr>
<td>0.01</td>
<td>A = 3.84097982491566</td>
<td>-i3.837162424167506E - 11</td>
<td>A = 3.5574222395409</td>
<td>-i1.018351544013959E - 10</td>
<td>A = 3.0192768074691063</td>
</tr>
<tr>
<td></td>
<td>B = 3.8498</td>
<td>B = 3.5571</td>
<td>B = 3.0193</td>
<td>B = 2.3814</td>
<td>B = 1.7117</td>
</tr>
<tr>
<td>0.025</td>
<td>A = 2.948839356872187</td>
<td>+i1.53338671164464E - 10</td>
<td>A = 2.56773819097131</td>
<td>+i1.99329375806704E - 12</td>
<td>A = 2.01267001671033</td>
</tr>
<tr>
<td>0.05</td>
<td>A = 2.281435068394885</td>
<td>-i5.30092449105361E - 17</td>
<td>A = 1.993344535656979</td>
<td>+i1.036233699931526E - 10</td>
<td>A = 1.387821439318706</td>
</tr>
<tr>
<td>0.1</td>
<td>A = 1.6041231138455</td>
<td>+iE - 1</td>
<td>A = 1.361758388481048</td>
<td>+iE - 1</td>
<td>A = 0.84304922581282E - 1</td>
</tr>
<tr>
<td></td>
<td>B = 1.6402</td>
<td>B = 1.3618</td>
<td>B = 8.04030</td>
<td>B = 3.8436</td>
<td>B = 3.8436</td>
</tr>
<tr>
<td>0.5</td>
<td>A = 2.2371079179077203E - 1</td>
<td>+iE - 1</td>
<td>A = 2.5661972641438316E - 1</td>
<td>+iE - 1</td>
<td>A = 3.023699124587406E - 1</td>
</tr>
<tr>
<td></td>
<td>B = 4.2371</td>
<td>B = 2.5067</td>
<td>B = 3.8436</td>
<td>B = 3.8436</td>
<td>B = 3.8436</td>
</tr>
<tr>
<td>1</td>
<td>A = 1.3554992860259931E - 1</td>
<td>+iE - 1</td>
<td>A = 3.531461855090747E - 2</td>
<td>+iE - 1</td>
<td>A = 3.32181851396781E - 5</td>
</tr>
<tr>
<td></td>
<td>B = 1.3555E - 1</td>
<td>B = 3.5315E - 2</td>
<td>B = 3.3218E - 5</td>
<td>B = 3.3218E - 5</td>
<td>B = 3.3218E - 5</td>
</tr>
</tbody>
</table>

Table 1. Value of \( \varepsilon_1(\tau, \beta) \)
<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$N = 1$</th>
<th>$\Delta = 2$</th>
<th>$\Delta = 5$</th>
<th>$\Delta = 10$</th>
<th>$\Delta = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>$A = 9.924434723782971E - 1$</td>
<td>$+iA = 9.919160966891798E - 1$</td>
<td>$+iA = 9.896075641980314E - 1$</td>
<td>$A = 9.853780518462402E - 1$</td>
<td>$A = 9.761947163037825E - 1$</td>
</tr>
<tr>
<td>0.005</td>
<td>$A = 9.670214225543241E - 1$</td>
<td>$+iA = 9.665085601294942E - 1$</td>
<td>$+iA = 9.656781149636889E - 1$</td>
<td>$A = 9.559555555502027E - 1$</td>
<td>$A = 9.428515262027158E - 1$</td>
</tr>
<tr>
<td>0.01</td>
<td>$A = 9.474592559479454E - 1$</td>
<td>$+iA = 9.469366466070575E - 1$</td>
<td>$+iA = 9.459414274556089E - 1$</td>
<td>$A = 9.310187387683478E - 1$</td>
<td>$A = 9.014083467390194E - 1$</td>
</tr>
<tr>
<td>0.025</td>
<td>$A = 8.914151585860164E - 1$</td>
<td>$+iA = 8.909498234312492E - 1$</td>
<td>$+iA = 8.904414274556089E - 1$</td>
<td>$A = 8.114336645602741E - 1$</td>
<td>$A = 7.834991466362461E - 1$</td>
</tr>
<tr>
<td></td>
<td>$+B = 8.914151585860164E - 19$</td>
<td>$B = 8.909498234312492E - 1$</td>
<td>$B = 8.904414274556089E - 12$</td>
<td>$+B = 8.114336645602741E - 19$</td>
<td>$+B = 7.834991466362461E - 12$</td>
</tr>
<tr>
<td>0.05</td>
<td>$A = 8.176557468646832E - 1$</td>
<td>$+iA = 8.171955128011757E - 1$</td>
<td>$+iA = 8.166974283052675E - 1$</td>
<td>$A = 6.416722877153562E - 1$</td>
<td>$A = 6.124278573556662E - 1$</td>
</tr>
<tr>
<td>0.1</td>
<td>$A = 8.010621084787641E - 1$</td>
<td>$+iA = 8.006019624581985E - 1$</td>
<td>$+iA = 8.001019624581985E - 1$</td>
<td>$A = 5.202141000831188E - 1$</td>
<td>$A = 4.761338999907369E - 1$</td>
</tr>
<tr>
<td></td>
<td>$+B = 8.010621084787641E - 17$</td>
<td>$B = 8.006019624581985E - 1$</td>
<td>$B = 8.001019624581985E - 12$</td>
<td>$+B = 5.202141000831188E - 17$</td>
<td>$+B = 4.761338999907369E - 12$</td>
</tr>
<tr>
<td>0.5</td>
<td>$A = 2.812184264981338E - 1$</td>
<td>$+iA = 2.807514424471047E - 1$</td>
<td>$+iA = 2.802414424471047E - 1$</td>
<td>$A = 1.908019254569555E - 2$</td>
<td>$A = 1.724667573162843E - 15$</td>
</tr>
</tbody>
</table>

Table 2. Value of $\varepsilon_2(\tau, \beta)$
| $\tau$ | $\beta = 1$ | $\beta = 2$ | $\beta = 3$ | $\beta = 4$ | $\beta = 5$ | $\beta = 6$ | $\beta = 7$ | $\beta = 8$ | $\beta = 9$ | $\beta = 10$ | $\beta = 11$ | $\beta = 12$ | $\beta = 13$ | $\beta = 14$ | $\beta = 15$ | $\beta = 16$ | $\beta = 17$ | $\beta = 18$ | $\beta = 19$ | $\beta = 20$ |
|-------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| 0.001 | 4.990024511109741E-1 | -1.2674773405167E-21 | -1.7766964585147E-12 | -1.7107328182013E-19 | -1.421510752598E-9 | -1.79023100112204E-19 | 4.9890E-1 | | | | | | | | | | | | |
| 0.005 | 4.950516925199292E-1 | -1.2444474570618E-19 | -1.915906588353E-13 | -1.33479574912619E-13 | -1.737588751526E-18 | -1.4882E-1 | | | | | | | | | | | | |
| 0.01  | 4.961892274649421E-1 | -1.2921348464999E-15 | -1.8904681292934E-15 | -1.8376347479479E-18 | -1.75003977218742E-12 | 4.6959E-1 | | | | | | | | | | | |
| 0.025 | 4.7606571490999E-1 | +1.83847411517643E-20 | -1.86261155868327E-19 | +1.82715976856459E-18 | -1.18055468463517E-18 | -1.4938E-1 | | | | | | | | | | | |
| 0.05  | 4.5309260517197E-1 | +1.8843815559793E-12 | -8.6071446358792E-12 | +1.52361610472877E-13 | +1.71128684512507E-13 | 4.6805E-1 | | | | | | | | | | | |
| 0.1   | 4.2505257272309E-1 | +1.26777094515964E-11 | -1.2105195718486E-11 | +1.2136249110726E-10 | +1.2620951120726E-10 | | | | | | | | | | | |
| 0.5   | 2.926093127122696E-1 | +1.42154108712071E-1 | +1.843517969482E-2 | +1.2605612971692E-3 | -1.97829142030211E-15 | -1.7760E-3 | | | | | | | | | | |
| 1     | 8.725059590302E-2 | +1.350397460788E-2 | +1.5509E-1 | +1.4977810971874E-3 | -1.3378273766331E-19 | 5.598E-5 | | | | | | | | | | | |

Table 3. Value of $\varepsilon_3(\tau, \beta)$
<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\tau = 1$</th>
<th>$\tau = 2$</th>
<th>$\tau = 5$</th>
<th>$\beta = 10$</th>
<th>$\beta = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>3.3283365604269766E - 1</td>
<td>3.328331613610311E - 1</td>
<td>3.3282970307744514E - 1</td>
<td>3.328173992319921E - 1</td>
<td>3.327684510386903E - 1</td>
</tr>
<tr>
<td>0.005</td>
<td>3.308270320988319E - 1</td>
<td>3.308265124095319E - 1</td>
<td>3.308176143022165E - 1</td>
<td>3.30212187417699E - 1</td>
<td>3.30212187417699E - 1</td>
</tr>
<tr>
<td>0.01</td>
<td>3.28360188069222E - 1</td>
<td>3.283589350550755E - 1</td>
<td>3.283589350550755E - 1</td>
<td>3.283589350550755E - 1</td>
<td>3.283589350550755E - 1</td>
</tr>
<tr>
<td>0.025</td>
<td>3.210434194848374E - 1</td>
<td>3.210434194848374E - 1</td>
<td>3.210434194848374E - 1</td>
<td>3.210434194848374E - 1</td>
<td>3.210434194848374E - 1</td>
</tr>
<tr>
<td>0.05</td>
<td>3.99172168187028E - 1</td>
<td>3.99172168187028E - 1</td>
<td>3.99172168187028E - 1</td>
<td>3.99172168187028E - 1</td>
<td>3.99172168187028E - 1</td>
</tr>
<tr>
<td>0.1</td>
<td>2.86660684389008E - 1</td>
<td>2.86660684389008E - 1</td>
<td>2.86660684389008E - 1</td>
<td>2.86660684389008E - 1</td>
<td>2.86660684389008E - 1</td>
</tr>
<tr>
<td>0.5</td>
<td>1.55790676591724E - 1</td>
<td>1.55790676591724E - 1</td>
<td>1.55790676591724E - 1</td>
<td>1.55790676591724E - 1</td>
<td>1.55790676591724E - 1</td>
</tr>
<tr>
<td>1</td>
<td>0.72850675372479E - 1</td>
<td>0.72850675372479E - 1</td>
<td>0.72850675372479E - 1</td>
<td>0.72850675372479E - 1</td>
<td>0.72850675372479E - 1</td>
</tr>
</tbody>
</table>

Table 4. Value of $\varepsilon_4 (\tau, \beta)$
References
