Estimation of $P\{X \leq Y\}$ for Geometric-Poisson Model
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Abstract

In this paper we estimate $R = P\{X \leq Y\}$ when $X$ and $Y$ are independent random variables from geometric and Poisson distribution respectively. We find maximum likelihood estimator of $R$ and its asymptotic distribution. This asymptotic distribution is used to construct asymptotic confidence intervals. A procedure for deriving bootstrap confidence intervals is presented. UMVUE of $R$ and UMVUE of its variance are derived and also the Bayes estimator of $R$ for conjugate prior distributions is obtained. Finally, we perform a simulation study in order to compare these estimators.
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1 Introduction

In reliability theory the main parameter is the reliability of a system. The system fails if the applied stress $X$ is greater than strength $Y$, so $R = P\{X \leq Y\}$ is a measure of system performance. Its estimation is one of the main goals and it has been widely studied in statistical literature.

The problem was first introduced by Birnbaum [4]. The estimation of $R$ when $X$ and $Y$ are normally distributed has been considered by Downtown [7], Govidanjuh [9], Woodward and Kelley [26] and Owen [20]. Tong [24],[25], studied the case when $X$ and $Y$ were exponentially distributed. Exponential case with common location parameter was examined by Baklizi and Quader El-Masri [2]. The gamma case was studied by Constantine and Karson [5], Ismail et al. [12] and Constantine et al. [6]. Kundu and Gupta considered generalized exponential case [16]. Kakade et al. [14] studied the exponentiated Gumbel case. Gompertz distribution was examined by Saracoglu et al. [22], and the generalized Pareto case was considered by Rezaei et al. [21]. Kundu and
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Gupta [17] examined the case of Weibull distribution. Recently, the Topp-Leone distribution was studied by Genç [8]. Most of results are collected in Kotz et al. [15].

The majority of papers in this area deal with continuous probability distributions. However, there are some applications where stress and strength can have discrete distributions. For example, this is the case when the stress is the number of shocks the product undergoes and the strength is the number of shocks the product can withstand. Maiti [19] and Ahmad et al. [1] studied the geometric case. The negative binomial distribution was considered by Ivshin and Lumelskii [13] and Sathe and Dixit [23]. Belyaev and Lumelskii [3] examined the Poisson case.

In all mentioned papers both stress and strength come from the same type of distribution. In this paper we focus on the case when $X$ and $Y$ follow different types of distribution, namely geometric and Poisson distribution.

If we consider the stress to be the demand for some product, and the strength its supply, which are discrete in nature, then it might be convenient to model them with geometric and Poisson distributions.

Another motivating example can be the following. An employer is interviewing potential candidates for a vacant position. The number of interviews he needs to conduct until he finds suitable candidate follows geometric distribution, while the number of persons that apply for that job during a certain period of time follows Poisson distribution. Therefore $R$ is the probability that the employer will find the right candidate.

Let $X$ and $Y$ be independent random variables with geometric $G(p)$ and Poisson $P(\lambda)$ distribution, respectively, where probability $p$ and positive value $\lambda$ are unknown parameters. Their probability mass functions are

$$P\{X = x\} = (1 - p)^{x-1}p, \quad x = 1, 2, \ldots,$$

and

$$P\{Y = y\} = \frac{e^{-\lambda} \lambda^y}{y!}, \quad y = 0, 1, \ldots.$$

Then the reliability of the system is

$$R = P\{X \leq Y\} = \sum_{y=1}^{\infty} \sum_{x=1}^{y} P\{X = x, Y = y\}$$

$$= \sum_{y=1}^{\infty} \sum_{x=1}^{y} (1 - p)^{x-1}p \frac{e^{-\lambda} \lambda^y}{y!} = \sum_{y=1}^{\infty} e^{-\lambda} \frac{\lambda^y}{y!} (1 - (1 - p)^y)$$

$$= 1 - e^{-\lambda} - \sum_{y=1}^{\infty} e^{-\lambda} (\lambda(1 - p))^y \frac{y!}{y!}$$

$$= 1 - e^{-\lambda} - e^{-\lambda p} \sum_{y=1}^{\infty} e^{-\lambda(1-p)(\lambda(1-p))^y} \frac{y!}{y!}$$

$$= 1 - e^{-\lambda p}. \quad (1)$$

In the following sections we study various estimators of $R$. In section 2 the maximum likelihood estimator (MLE) of $R$ and its asymptotic distribution are derived. We use that to construct asymptotic and bootstrap confidence
intervals. The uniformly minimum variance unbiased estimator (UMVUE) of $R$ and UMVUE of its variance are obtained in section 3. Bayes estimator of $R$ with respect to mean square error is found in section 4. In section 5 we perform a simulation study and compare the obtained estimators.

2 MLE of $R$ and its Asymptotics

Let $X = (X_1, \ldots, X_n)$ and $Y = (Y_1, \ldots, Y_m)$ be the samples from the distributions of random variables $X$ and $Y$. Therefore, the log-likelihood function of combined sample is

$$ \ln L(p, \lambda) = \left( \sum_{k=1}^{n} x_k - n \right) \ln(1 - p) + n \ln p - m \lambda + \ln \lambda \sum_{k=1}^{m} y_k - \ln \prod_{k=1}^{m} y_k! . $$

Solving the likelihood equations with respect to $p$ and $\lambda$ we get that the MLEs for $p$ and $\lambda$ are

$$ \hat{p} = \frac{1}{X}, \quad \hat{\lambda} = \bar{Y}. $$

Using the invariance property of MLE, from (1) we get the MLE of $R$

$$ \tilde{R} = 1 - e^{-\bar{X}}. \quad (2) $$

2.1 Asymptotic Distribution

In the next two theorems we shall find the asymptotic distributions of $(\hat{p}, \hat{\lambda})$ and $\tilde{R}$.

**Theorem 2.1** Let the ratio $\frac{n}{m}$ converge to a positive number $s$ when both $n$ and $m$ tend to infinity. Then

$$ (\sqrt{n}(\hat{p} - p), \sqrt{n}(\hat{\lambda} - \lambda)) \xrightarrow{D} N_2(0, J(p, \lambda)), $$

where

$$ J(p, \lambda) = \begin{bmatrix} p^2(1 - p) & 0 \\ 0 & s\lambda \end{bmatrix}. $$

**Proof.** Since

$$ -E(\frac{\partial^2 \ln L}{\partial p^2}) = \frac{n}{p^2(1 - p)} $$

and

$$ -E(\frac{\partial^2 \ln L}{\partial \lambda^2}) = \frac{m}{\lambda}, $$

from the asymptotic normality of maximum likelihood estimator (see [11]) it follows that

$$ \sqrt{n}(\hat{p} - p) \xrightarrow{D} N(0, p^2(1 - p)) $$

and

$$ \sqrt{m}(\hat{\lambda} - \lambda) \xrightarrow{D} N(0, \lambda). $$
Then
\[ \sqrt{n}(\tilde{\lambda} - \lambda) \xrightarrow{D} \mathcal{N}(0, s\lambda). \]
From the independence of $\tilde{p}$ and $\tilde{\lambda}$ we get the statement of the theorem. \(\square\)

**Theorem 2.2** Let the ratio $\frac{n}{m}$ converge to a positive number $s$ when both $n$ and $m$ tend to infinity. Then
\[ \sqrt{n}(\tilde{R} - R) \xrightarrow{D} \mathcal{N}(0, e^{-2\lambda p}p^2\lambda(1 - p) + s)). \]

**Proof.** In order to prove this theorem we shall use the method from [11]. Since $R = R(p, \lambda)$ is the transformation such that the matrix of partial derivatives
\[ B = \begin{bmatrix} \frac{\partial R}{\partial p} & \frac{\partial R}{\partial \lambda} \end{bmatrix} = \begin{bmatrix} \lambda e^{-\lambda p} & pe^{-\lambda p} \end{bmatrix} \]
has continuous elements and does not vanish in the neighbourhood of $(p, \lambda)$, then we have
\[ \sqrt{n}(\tilde{R} - R) \xrightarrow{D} \mathcal{N}(0, BJB'). \]
Inserting the values of $B$ and $J$ we get the statement of the theorem. \(\square\)

Using this theorem we can construct the asymptotic confidence interval for $R$. Denote $\tilde{\sigma}^2 = e^{-2\lambda \tilde{p}}\tilde{p}^2\lambda(1 - \tilde{p}) + s$. Then the estimator of the variance of $\tilde{R}$ is
\[ \tilde{\text{Var}}(\tilde{R}) = \frac{\tilde{\sigma}^2}{n}. \]  
(3)
The interval of confidence level $1 - \alpha$ is given by
\[ I_R = \left( \tilde{R} - \frac{z_{1-\alpha}}{\sqrt{n}}, \tilde{R} + \frac{z_{1-\alpha}}{\sqrt{n}} \right), \]  
(4)
where $z_\gamma$ is the $\gamma$th quantile from standard normal distribution.

**2.2 Bootstrap-t Confidence Interval**

The confidence intervals based on the asymptotic distribution do not perform very well for small sample sizes. Therefore, we propose a construction of the confidence interval based on bootstrap-t method (see [10]). The algorithm is illustrated below.

Step 1: From initial samples $x = (x_1, x_2, ..., x_n)$ and $y = (y_1, y_2, ..., y_m)$ calculate MLEs $\tilde{p}$ and $\tilde{\lambda}$.

Step 2: Use those estimates to generate bootstrap samples $x^*$ and $y^*$ and compute bootstrap sample estimates $R^*$ of $R$ using (2).

Step 3: Repeat step 2, $N$ boot times.

Step 4: For each $R_i^*$, $1 \leq i \leq N$, calculate the following statistic
\[ T_i^* = \frac{R_i^* - \tilde{R}}{\sqrt{\text{Var}(R^*)}}, \]
where $\text{Var}(R^*) = \frac{\sum (R_i - R^*)^2}{N-1}$ and $R^* = \frac{\sum R_i^*}{N}$.  
4
Step 5: For sample of $T^*$ obtained in step 4, calculate sample quantiles of order $\frac{q}{2}$ ($t_\frac{q}{2}$) and $1 - \frac{q}{2}$ ($t_1 - \frac{q}{2}$). Then, the bootstrap-t confidence interval is given by

$$
\left( \hat{R} - t_{1 - \frac{q}{2}} \sqrt{\text{Var}(R^*)}, \hat{R} - t_\frac{q}{2} \sqrt{\text{Var}(R^*)} \right).
$$

(5)

3 UMVUE of $R$

In this section we find the UMVUE of $R$, denoted by $\hat{R}$, and UMVUE of the variance of $\hat{R}$.

The complete sufficient statistics for $p$ and $\lambda$ are $T_X = \sum_{j=1}^{n} X_j$ and $T_Y = \sum_{j=1}^{m} Y_j$. The statistic $T_X$, as a sum of $n$ independent identically distributed random variables with geometric distribution, has negative binomial distribution with parameters $n$ and $p$, and the statistic $T_Y$, as a sum of $m$ independent identically distributed random variables with Poisson distribution, has Poisson distribution with parameter $m\lambda$.

An unbiased estimator for $R$ is $I\{X_1 \leq Y_1\}$. Then

$$
E(I\{X_1 \leq Y_1\}|T_X = t_X, T_Y = t_Y) = P\{X_1 \leq Y_1|T_X = t_X, T_Y = t_Y\}
$$

$$
P\{X_1 \leq Y_1, \sum_{j=1}^{n} X_j = t_X, \sum_{j=1}^{m} Y_j = t_Y\}
$$

$$
= \frac{P\{\sum_{j=1}^{n} X_j = t_X, \sum_{j=1}^{m} Y_j = t_Y\}}{P\{\sum_{j=1}^{n} X_j = t_X\}P\{\sum_{j=1}^{m} Y_j = t_Y\}}
$$

$$
= \frac{\sum_{y=1}^{t_X} \sum_{x=1}^{t_Y} (1 - p)^{x-1} p^{y-x} \lambda^x \left(\binom{x-1}{n-2}\right) \left(\binom{y}{m-1}\right) \left(\frac{1}{(t_Y-y)!}\right)}{(t_X-n)! t_Y!}
$$

where $M = \min\{t_X - n + 1, y\}$. Since for $x > t_X - n + 1$ the summands of $\sum_{x=1}^{M} \binom{t_X-x-1}{n-2}$ are equal to zero, then this sum is equal to $\sum_{x=1}^{y} \binom{t_X-x-1}{n-2}$. Using the identity

$$
\sum_{x=0}^{n} \binom{s}{c} = \binom{n+1}{c+1},
$$
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we get that

$$E(I\{X_1 \leq Y_1\}|T_X=t_X, T_Y=t_Y) = \frac{\sum_{y=1}^{\ell(y)}(t_y)(m-1)^{y-y} \sum_{x=1}^{(t_y-x-1)} m^{y-y} (n-2)}{\binom{(t_y-x-1)}{m} \binom{t_y-x}{n-2} \binom{t_y}{n}}$$

$$= \frac{\sum_{y=1}^{\ell(y)}(t_y)(m-1)^{y-y} \sum_{x=1}^{(t_y-x-1)} m^{y-y} (n-2)}{\binom{(t_y-x-1)}{m} \binom{t_y-x}{n-2} \binom{t_y}{n}}$$

Using Rao-Blackwell and Lehmann-Sheffé theorems we get that the UMVUE of $R$ is

$$\hat{R} = 1 - \left(1 - \frac{1}{m}\right)^{T_Y} - \sum_{y=1}^{\ell(y)} \left(\frac{T_Y}{(t_y-x-1)} \right) \left(1 - \frac{1}{m}\right)^{T_Y-y} \left(\frac{1}{m}\right)^y.$$  (6)

This formula is valid for $T_Y > 0$. If $T_Y = 0$, then $\hat{R} = 0$.

Now, in order to find the UMVUE of variance of $\hat{R}$, we calculate the UMVUE of $R^2$. An unbiased estimator for $R^2$ is $I\{X_1 \leq Y_1, X_2 \leq Y_2\}$. Then

$$E(I\{X_1 \leq Y_1, X_2 \leq Y_2\}|T_X=t_X, T_Y=t_Y)$$

$$= \frac{1}{P(\sum_{j=1}^{n} X_j = t_X, \sum_{j=1}^{m} Y_j = t_Y)}$$

$$\times \sum_{x=1}^{t_X-1} \sum_{y=1}^{t_Y-1} \sum_{x_1=1}^{M_1} \sum_{x_2=1}^{M_2} \sum_{y_1=1}^{M_1} \sum_{y_2=1}^{M_2} p(1-p)^{t_X-x_1-x_2} (1-p)^{t_Y-y_1-y_2} \frac{e^{-\lambda y_1} e^{-\lambda y_2}}{y_1! y_2!}$$

$$\times \frac{\binom{(t_X-x_1-x_2-1)}{m-3} \binom{(t_Y-y_1-y_2)}{n-3}}{(m-2)! (n-2)!}$$

$$= \frac{\sum_{y_1=1}^{t_Y-1} \sum_{y_2=1}^{t_Y} \binom{t_Y}{y_1+y_2} (m-2)^{t_Y-y_1-y_2} \sum_{x_1=1}^{M_1} \sum_{x_2=1}^{M_2} \binom{(t_X-x_1-x_2-1)}{n-3}}{(m-1)^{m+2}}.$$  (7)
where \( M_1 = \min\{y_1, t_X - n + 1\} \) and \( M_2 = \min\{y_2, t_X - n + 2 - x_1\} \). Using similar techniques as when finding \( \hat{R} \), we get that

\[
\sum_{x_1=1}^{M_1} \sum_{x_2=1}^{M_2} \frac{(t_X - x_1 - x_2 - 1)}{n - 3} = \sum_{x_1=1}^{y_1} \sum_{x_2=1}^{y_2} \frac{(t_X - x_1 - x_2 - 1)}{n - 3}
\]

\[
= \sum_{x_1=1}^{y_1} \frac{t_X - x_1 - 2}{n - 3} = \sum_{x_1=1}^{y_1} \left( \frac{t_X - x_1 - 1}{n - 2} \right) - \left( \frac{(t_X - x_1 - y_2 - 1)}{n - 2} \right)
\]

\[
= \sum_{x_1=1}^{y_1} \left( \frac{t_X - x_1 - 2}{n - 2} \right) - \sum_{x_1=1}^{y_1} \left( \frac{t_X - y_2 - 1}{n - 2} \right)
\]

\[
= \left( \frac{t_X - 1}{n - 1} \right) - \left( \frac{t_X - y_1 - 1}{n - 1} \right) - \left( \frac{t_X - y_2 - 1}{n - 1} \right) + \left( \frac{t_X - y_1 - y_2 - 1}{n - 1} \right).
\]

Inserting this into (7) and using Rao-Blackwell and Lehmann-Sheffé theorems we get that the UMVUE of \( R^2 \) is

\[
\hat{R}^2 = \frac{1}{(n-1)\theta_Y^2} \sum_{y_1=1}^{T_Y-1} \sum_{y_2=1}^{T_Y-y_1} \left( \frac{y_1 + y_2}{y_1} \right) (n-2)T_Y - y_1 - y_2
\]

\[
\times \left( \frac{T_X - 1}{n - 1} \right) - \left( \frac{T_X - y_1 - 1}{n - 1} \right) - \left( \frac{T_X - y_2 - 1}{n - 1} \right) + \left( \frac{T_X - y_1 - y_2 - 1}{n - 1} \right).
\]

This formula is valid for \( T_Y > 1 \). If \( T_Y \leq 1 \), then \( \hat{R}^2 = 0 \).

Finally, we obtain the UMVUE of variance of \( \hat{R} \) using the following theorem.

**Theorem 3.1** The UMVUE of Var(\( \hat{R} \)) is given by

\[
\text{Var}(\hat{R}) = (\hat{R})^2 - \hat{R}^2,
\]

where \( \hat{R} \) and \( \hat{R}^2 \) are given by (6) and (8).

The proof follows from general results obtained in [18] and [13].

### 4 Bayes Estimator of \( R \)

In this section we shall find the Bayes estimator of \( R \) with respect to mean square error. Let us suppose that \( p \) and \( \lambda \) have conjugate prior distributions, beta \( B(a,b) \), \( a,b \in \mathbb{N} \), and gamma \( \Gamma(\alpha,\beta) \), \( \alpha \in \mathbb{N}, \beta > 0 \), with the following joint density:

\[
\pi(p, \lambda) = \frac{p^{a-1}(1-p)^{b-1} \lambda^{\alpha-1} \beta^\alpha e^{-\beta \lambda}}{B(a,b) \Gamma(\alpha)} \quad p \in (0,1), \lambda > 0.
\]

Then the joint posterior density given the sample \((x, y)\), or, equivalently, given the sufficient statistics \((t_X, t_Y)\) is

\[
\pi(p, \lambda | t_X, t_Y) = K p^{a-1+n}(1-p)^{t_X-n+b-1} \lambda^{\alpha-1+t_Y} e^{-\lambda(\beta+m)}, \quad p \in (0,1), \lambda > 0,
\]

where

\[
K = \left( \int_0^1 \int_0^\infty p^{a-1+n}(1-p)^{t_X-n+b-1} \lambda^{\alpha-1+t_Y} e^{-\lambda(\beta+m)} d\lambda dp \right)^{-1}
\]
is the proportionality constant.

Denote, for simplicity, $A = a + n - 1$, $B = t_X - n + b - 1$, $C = \alpha - 1 + t_Y$ and $D = \beta + m$. Since $R = 1 - e^{-\lambda p}$, we get that $p = \frac{\ln(1-R)}{\lambda}$. Using the transformation of random variables $(p, \lambda)$ to $(R, \lambda)$ we get

$$
\pi(r, \lambda | t_X, t_Y) = \pi(p(r, \lambda), \lambda(r, \lambda)| t_X, t_Y) \begin{vmatrix} \frac{\partial p}{\partial \lambda} & \frac{\partial p}{\partial \lambda} \\ \frac{\partial \lambda}{\partial \lambda} & \frac{\partial \lambda}{\partial \lambda} \end{vmatrix} = \pi(p(r, \lambda), \lambda(r, \lambda)| t_X, t_Y) \begin{vmatrix} \frac{1}{\lambda} \frac{1}{1-r} \\ 0 \frac{\ln(1-r)}{\lambda^2} \end{vmatrix} = K \left(-\ln(1-r)\right)^A \left(1 + \frac{\ln(1-r)}{\lambda}\right)^B \lambda C e^{-\lambda D} \frac{1}{\lambda 1-r} = K (-\ln(1-r))^A \left(1 + \frac{\ln(1-r)}{\lambda}\right)^B \lambda C e^{-\lambda D} \frac{1}{1-r}, \ r \in (0, 1), \lambda > -\ln(1-r).
$$

Then the marginal posterior density of $R$ is

$$
\pi_R(r | t_X, t_Y) = K \int \limits_{0}^{\infty} (-\ln(1-r))^A \sum_{j=0}^{B} \binom{B}{j} \left(\frac{\ln(1-r)}{\lambda}\right)^j \lambda C e^{-\lambda D} \frac{1}{1-r} d\lambda = K \sum_{j=0}^{B} \binom{B}{j} (-1)^j \frac{(-\ln(1-r))^{A+j}}{(1-r)} \int \limits_{0}^{\infty} \lambda^{C-A-j-1} e^{-\lambda D} d\lambda = K \sum_{j=0}^{B} \binom{B}{j} (-1)^j \frac{(-\ln(1-r))^{A+j}}{(1-r)D^{C-A-j}} \int \limits_{-D\ln(1-r)}^{\infty} t^{C-A-j-1} e^{-t} dt, \ r \in (0, 1).
$$

The Bayes estimator $\hat{R}$ of $R$ for mean square loss function is the posterior mean. After some calculations (see Appendix) we obtain

$$
\hat{R} = 1 - K \left[ \min\{C-A-1, B\} \sum_{j=0}^{\min\{C-A-1, B\}} W_1 + I_{\{0 \leq C-A \leq B\}} W_2 + I_{\{C-A < B\}} \sum_{j=\max\{0, C-A+1\}}^{B} W_3 \right], \quad (10)
$$

where

$$
W_1 = (-1)^j \binom{B}{j} \frac{C-1}{(C+A+j)} \sum_{i=0}^{C-A-j-1} \frac{(A+j+i)}{D^{C-A-j-i}(D+1)^{A+j+i+1}},
$$

$$
W_2 = (-1)^{C-A-1} \binom{B}{C-A} C! \left[ \ln D + \sum_{i=1}^{\infty} \frac{(-1)^i}{i} \binom{D^i (C+i)}{i} \left( C \right) \right],
$$

$$
W_3 = \binom{B}{j} (C-1)! \sum_{i=1}^{A-C-1} (-1)^i (A+C-i)_i \frac{D^{i-1} (C+i-1)}{D+1} C^{i} \binom{C_A+i}{i} + \frac{(-1)^{A-C-1}}{D^{C-A-j}} \binom{B}{A+j} \binom{A+j}{j} C! \left[ \ln D + \sum_{i=1}^{\infty} \frac{(-1)^i}{i} \binom{D^i (A+j+i)}{i} \left( A+j \right) \right].
$$
It is possible to generalize this estimator for real values of the hyperparameters, but it would be much more complicated and not practical for presentation.

5 Simulation Study

In this section we perform a simulation study for various sample sizes and different values of unknown parameters.

For fixed values of $n$, $m$, $p$ and $\lambda$ we do the following procedure. We choose a sample and calculate the MLE and its variance using (2) and (3), and the UMVUE and its variance using (6), (8) and (9). Since we do not know the prior distributions and to get better comparison with other types of estimates, we obtain Bayes estimates using non-informative Jeffrey's priors where $\pi(p) \sim p^{-1}(1-p)^{-1/2}$ and $\pi(\lambda) \sim \lambda^{-1/2}$. We find the estimates from posterior distribution for $R$ using Monte Carlo method with 5000 replicates.

We also calculate 95% asymptotic confidence interval using (4) and 95% bootstrap-t confidence interval using (5) with $N = 1000$ boot times.

This procedure is repeated for 500 samples and the averages for each estimate are calculated.

In table 1 we present point estimates for $R$ and their standard errors. In table 2 we present 95% asymptotic and bootstrap-t confidence intervals as well as 95% Bayes credible intervals based on a Monte Carlo method mentioned above. The coverage percentages of these intervals (the percentage of intervals that contain true value of $R$) are also shown.

In table 1 we can notice that in most cases the UMVUE has the value closest to $R$ as expected due to its unbiasedness. However, its standard error is the largest. For most values of $R$ the standard error of Bayes estimate is the smallest, while for larger values of $R$, the standard error of MLE has that property. In the last case ($R = 0.7981$), the standard error of Bayes estimate is even larger than the UMVUE one.

From table 2 we can see that in almost all cases the asymptotic intervals have the worst coverage percentages, which is expected because we have small sample sizes, while Bayes credible intervals and bootstrap-t confidence intervals both perform very well.
Table 1: Point estimates for $R$ and their standard errors

<table>
<thead>
<tr>
<th>samples</th>
<th>parameters</th>
<th>reliability</th>
<th>MLE $\hat{R}$</th>
<th>UMVUE $\tilde{R}$</th>
<th>Bayes $\tilde{R}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 10$</td>
<td>$m = 15$</td>
<td>$p$</td>
<td>$\lambda$</td>
<td>$\sigma(\tilde{R})$</td>
<td>$\sigma(\tilde{R})$</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.2212</td>
<td>0.2226</td>
<td>0.0813</td>
<td>0.2176</td>
</tr>
<tr>
<td>0.25</td>
<td>1</td>
<td>0.2212</td>
<td>0.2324</td>
<td>0.0742</td>
<td>0.2215</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>0.2592</td>
<td>0.2634</td>
<td>0.0809</td>
<td>0.2527</td>
</tr>
<tr>
<td>0.5</td>
<td>1</td>
<td>0.3935</td>
<td>0.3986</td>
<td>0.1003</td>
<td>0.3929</td>
</tr>
<tr>
<td>0.8</td>
<td>1</td>
<td>0.5507</td>
<td>0.5398</td>
<td>0.1024</td>
<td>0.5454</td>
</tr>
<tr>
<td>0.4</td>
<td>2</td>
<td>0.5507</td>
<td>0.5550</td>
<td>0.1045</td>
<td>0.5478</td>
</tr>
<tr>
<td>0.67</td>
<td>1.5</td>
<td>0.6340</td>
<td>0.6415</td>
<td>0.0972</td>
<td>0.6343</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>0.6340</td>
<td>0.6369</td>
<td>0.1011</td>
<td>0.6346</td>
</tr>
<tr>
<td>0.8</td>
<td>1.5</td>
<td>0.6988</td>
<td>0.6918</td>
<td>0.0891</td>
<td>0.6987</td>
</tr>
<tr>
<td>0.6</td>
<td>2</td>
<td>0.6988</td>
<td>0.7019</td>
<td>0.0927</td>
<td>0.7008</td>
</tr>
<tr>
<td>0.8</td>
<td>2</td>
<td>0.7981</td>
<td>0.7868</td>
<td>0.0737</td>
<td>0.7940</td>
</tr>
<tr>
<td>$n = 20$</td>
<td>$m = 15$</td>
<td>$p$</td>
<td>$\lambda$</td>
<td>$\sigma(\tilde{R})$</td>
<td>$\sigma(\tilde{R})$</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.2212</td>
<td>0.2236</td>
<td>0.0762</td>
<td>0.2228</td>
</tr>
<tr>
<td>0.25</td>
<td>1</td>
<td>0.2212</td>
<td>0.2229</td>
<td>0.0625</td>
<td>0.2202</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>0.2592</td>
<td>0.2648</td>
<td>0.0706</td>
<td>0.2605</td>
</tr>
<tr>
<td>0.5</td>
<td>1</td>
<td>0.3935</td>
<td>0.3914</td>
<td>0.0899</td>
<td>0.3921</td>
</tr>
<tr>
<td>0.8</td>
<td>1</td>
<td>0.5507</td>
<td>0.5597</td>
<td>0.0970</td>
<td>0.5573</td>
</tr>
<tr>
<td>0.4</td>
<td>2</td>
<td>0.5507</td>
<td>0.5561</td>
<td>0.0881</td>
<td>0.5547</td>
</tr>
<tr>
<td>0.67</td>
<td>1.5</td>
<td>0.6340</td>
<td>0.6260</td>
<td>0.0895</td>
<td>0.6312</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>0.6340</td>
<td>0.6374</td>
<td>0.0864</td>
<td>0.6392</td>
</tr>
<tr>
<td>0.8</td>
<td>1.5</td>
<td>0.6988</td>
<td>0.6894</td>
<td>0.0834</td>
<td>0.6977</td>
</tr>
<tr>
<td>0.6</td>
<td>2</td>
<td>0.6988</td>
<td>0.6975</td>
<td>0.0813</td>
<td>0.7021</td>
</tr>
<tr>
<td>0.8</td>
<td>2</td>
<td>0.7981</td>
<td>0.7895</td>
<td>0.0668</td>
<td>0.7975</td>
</tr>
<tr>
<td>$n = 50$</td>
<td>$m = 50$</td>
<td>$p$</td>
<td>$\lambda$</td>
<td>$\sigma(\tilde{R})$</td>
<td>$\sigma(\tilde{R})$</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.2212</td>
<td>0.2256</td>
<td>0.0680</td>
<td>0.2240</td>
</tr>
<tr>
<td>0.25</td>
<td>1</td>
<td>0.2212</td>
<td>0.2277</td>
<td>0.0579</td>
<td>0.2225</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>0.2592</td>
<td>0.2665</td>
<td>0.0649</td>
<td>0.2616</td>
</tr>
<tr>
<td>0.5</td>
<td>1</td>
<td>0.3935</td>
<td>0.3965</td>
<td>0.0817</td>
<td>0.3948</td>
</tr>
<tr>
<td>0.8</td>
<td>1</td>
<td>0.5507</td>
<td>0.5449</td>
<td>0.0865</td>
<td>0.5500</td>
</tr>
<tr>
<td>0.4</td>
<td>2</td>
<td>0.5507</td>
<td>0.5469</td>
<td>0.0823</td>
<td>0.5491</td>
</tr>
<tr>
<td>0.67</td>
<td>1.5</td>
<td>0.6340</td>
<td>0.6350</td>
<td>0.0802</td>
<td>0.6352</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>0.6340</td>
<td>0.6348</td>
<td>0.0798</td>
<td>0.6341</td>
</tr>
<tr>
<td>0.8</td>
<td>1.5</td>
<td>0.6988</td>
<td>0.6951</td>
<td>0.0738</td>
<td>0.7010</td>
</tr>
<tr>
<td>0.6</td>
<td>2</td>
<td>0.6988</td>
<td>0.6924</td>
<td>0.0751</td>
<td>0.6949</td>
</tr>
<tr>
<td>0.8</td>
<td>2</td>
<td>0.7981</td>
<td>0.7960</td>
<td>0.0593</td>
<td>0.8018</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>samples</th>
<th>parameters</th>
<th>reliability</th>
<th>asymptotic</th>
<th>bootstrap</th>
<th>Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 15</td>
<td>0.5 0.5</td>
<td>0.2212</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.25 1</td>
<td>0.2212</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.3 1</td>
<td>0.2592</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.5 1</td>
<td>0.3935</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 1</td>
<td>0.5507</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.4 2</td>
<td>0.5507</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.67 1.5</td>
<td>0.6340</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.5 2</td>
<td>0.6340</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 1.5</td>
<td>0.6988</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.6 2</td>
<td>0.6988</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 2</td>
<td>0.7981</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td>20 15</td>
<td>0.5 0.5</td>
<td>0.2212</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.25 1</td>
<td>0.2212</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.3 1</td>
<td>0.2592</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.5 1</td>
<td>0.3935</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 1</td>
<td>0.5507</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.4 2</td>
<td>0.5507</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.67 1.5</td>
<td>0.6340</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.5 2</td>
<td>0.6340</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 1.5</td>
<td>0.6988</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.6 2</td>
<td>0.6988</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 2</td>
<td>0.7981</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td>20 20</td>
<td>0.5 0.5</td>
<td>0.2212</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.25 1</td>
<td>0.2212</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.3 1</td>
<td>0.2592</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.5 1</td>
<td>0.3935</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 1</td>
<td>0.5507</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.4 2</td>
<td>0.5507</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.67 1.5</td>
<td>0.6340</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.5 2</td>
<td>0.6340</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 1.5</td>
<td>0.6988</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.6 2</td>
<td>0.6988</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 2</td>
<td>0.7981</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td>50 50</td>
<td>0.5 0.5</td>
<td>0.2212</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.25 1</td>
<td>0.2212</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.3 1</td>
<td>0.2592</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.5 1</td>
<td>0.3935</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 1</td>
<td>0.5507</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.4 2</td>
<td>0.5507</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.67 1.5</td>
<td>0.6340</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.5 2</td>
<td>0.6340</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 1.5</td>
<td>0.6988</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.6 2</td>
<td>0.6988</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
<tr>
<td></td>
<td>0.8 2</td>
<td>0.7981</td>
<td>(0.09, 0.38)</td>
<td>1.54</td>
<td>(0.09, 0.39)</td>
</tr>
</tbody>
</table>
6 Conclusion

In this paper we considered the estimation of the probability \( P\{X \leq Y\} \) when \( X \) and \( Y \) are two independent random variables from geometric and Poisson distribution respectively. We determined MLE, UMVUE and Bayes point estimator. The asymptotic and bootstrap-t confidence intervals were constructed.

A simulation study was performed. The obtained point estimates were compared and in most cases UMVUEs have the smallest bias, while Bayes estimates have the smallest standard error. Comparison of interval estimates was also done and we concluded that bootstrap-t and Bayes intervals had notably higher coverage percentages than asymptotic ones.

Appendix

\[
\hat{R} = E(R|t_X, t_Y) = 1 - E(1 - R|t_X, t_Y) = 1 - \int_0^1 (1 - r) \pi_R(r|t_X, t_Y) dr
\]

\[
= 1 - \int_0^1 (1 - r)K \sum_{j=0}^B \binom{B}{j} (-1)^j \frac{(-\ln(1 - r))^{A+j}}{(1 - r)D^{c-A-j}} \int_{-D \ln(1 - r)}^\infty t^{c-A-j-1} e^{-t} dt dr
\]

\[
= 1 - K \sum_{j=0}^B \binom{B}{j} \frac{(-1)^j}{D^{c-A-j}} \int_0^1 (-\ln(1 - r))^{A+j} \int_{-D \ln(1 - r)}^\infty t^{c-A-j-1} e^{-t} dt dr
\]

\[
= 1 - K \sum_{j=0}^B \binom{B}{j} \frac{(-1)^j}{D^{c-A-j}} \int_0^\infty s^{A+j} e^{-s} \int_{Ds}^\infty t^{c-A-j-1} e^{-t} dt ds. \tag{11}
\]

We need to calculate the integral \( L_q(z) = \int z^{q-1} e^{-t} dt, \ z > 0, \ q \in \mathbb{Z}. \) Depending on \( q \) we have the following three possibilities:

1. \( q > 0 \)

\[
L_q(z) = \Gamma(q, z) = (q - 1)! e^{-z} \sum_{i=0}^{q-1} \frac{z^i}{i!}
\]

where \( \Gamma(q, z) \) is the incomplete gamma function.

2. \( q = 0 \)

\[
L_q(z) = -\text{Ei}(-z) = -\gamma - \ln z + \sum_{i=1}^\infty (-1)^{i+1} \frac{z^i}{i \cdot i!},
\]

where \( \text{Ei}(x) \) is the exponential integral and \( \gamma \) is Euler’s constant.

3. \( q < 0 \)

Using integration by parts \( |q| \) times we get

\[
L_q(z) = e^{-z} \sum_{i=1}^{-|q|} (-1)^{i+1} \frac{z^{i+q-1}}{(-q)! \cdot (-q-i)!} + \frac{(-1)^{|q|}}{(-q)!} L_0(z).
\]
Thus, the summands in (11) can be expressed as
\[
\binom{B}{j} \cdot \frac{(-1)^j}{D^{C-A-j}} \int_0^\infty s^{A+j} e^{-s} L_{C-A-j}(Ds)ds,
\]
and depending on \(j\), we have three types of summands:

1. \(j < C - A\)

\[
W_1 = \binom{B}{j} \cdot \frac{(-1)^j}{D^{C-A-j}} \int_0^\infty s^{A+j} e^{-s} (C - A - j - 1) e^{-Ds} \sum_{i=0}^{C-A-j-1} \frac{(Ds)^i}{i!} ds
\]

\[
= (-1)^j \binom{B}{j} \cdot \frac{(C - A - j - 1)!}{D^{C-A-j}} \sum_{i=0}^{C-A-j-1} \frac{D^i}{i!} \int_0^\infty s^{A+j+i} e^{-(D+1)s} ds
\]

This type of summand appears in (11) whenever \(C - A > 0\).

2. \(j = C - A\)

\[
W_2 = \binom{B}{C-A} \cdot \frac{(-1)^{C-A}}{D^{C-A-1}} \int_0^\infty s^C e^{-s} (-\gamma - \ln(Ds)) + \sum_{i=1}^{\infty} (-1)^{i+1} \frac{(Ds)^i}{i \cdot i!} ds
\]

\[
= \binom{B}{C-A} \cdot (-1)^{C-A-1} \left( (\gamma + \ln D) \int_0^\infty s^C e^{-s} ds + \int_0^\infty \ln s s^C e^{-s} ds + \sum_{i=1}^{\infty} (-1)^{i+1} \frac{D^i}{i \cdot i!} (C + i)! \right)
\]

\[
= \binom{B}{C-A} \cdot (-1)^{C-A-1} \left( (\gamma + \ln D)C! + \psi(C + 1)C! + \sum_{i=1}^{\infty} (-1)^{i+1} \frac{D^i}{i \cdot i!} (C + i)! \right)
\]

\[
= \binom{B}{C-A} \cdot (-1)^{C-A-1} \left( (\gamma + \ln D)C! + C! \left( -\gamma - \sum_{i=1}^{\infty} \frac{(-1)^i (C + i)!}{i} \right) + \sum_{i=1}^{\infty} (-1)^{i+1} \frac{D^i}{i \cdot i!} (C + i)! \right)
\]

\[
= (-1)^{C-A-1} \binom{B}{C-A} C! \left[ \ln D + \sum_{i=1}^{\infty} \frac{(-1)^i}{i} \left( D^i (C+i) - (C + i)! \right) \right],
\]

where \(\psi(x)\) is digamma function.

This type of summand appears in (11) whenever \(0 \leq C - A \leq B\).
3. \( j > C - A \)

\[
W_3 = \left( \frac{B}{j} \right) \frac{(-1)^j}{D^{C-A-j}} \int_0^\infty s^{A+j} e^{-s} \times \left( e^{-Ds} - \sum_{i=1}^{A-C+j} \frac{(-1)^{i+1}(Ds)^{C-A-j+i}}{(A-C+j)!} (A-C+j-i)! \right) \left( -\gamma - \ln(Ds) + \sum_{i=1}^\infty (-1)^{i+1} \left( \frac{(Ds)^i}{i!} \right) \right) ds
\]

\[
= \left( \frac{B}{j} \right) \frac{A-C+j}{(A-C+j)!} \int_0^\infty s^{C+i-1} e^{-(D+1)s} ds \times \left( \psi(A+j+1) + \sum_{i=1}^\infty (-1)^i D_i \right)
\]

This type of summand appears in (11) whenever \( C - A < B \).

Expressing (11) via these summands we get (10).
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