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Abstract

The aim of this paper is to obtain explicit expressions of the generalized hypergeometric function

$$r+2F_{r+1}\left[\frac{a, b, (f_r + m_r)}{\frac{1}{2}(a + b + j + 1), (f_r)} : \frac{1}{2}\right]$$

for $j = 0, \pm 1, \ldots, \pm 5$, where $r$ pairs of numeratorial and denominatorial parameters differ by positive integers $m_r$. The results are derived with the help of an expansion in terms of a finite sum of $2F_1(\frac{1}{2})$ functions and a generalization of Gauss’ second summation theorem due to Lavoie et al. [J. Comput. Appl. Math. 72, 293–300 (1996)]. Some special and limiting cases are also given.
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1. Introduction

The generalized hypergeometric function with \( p \) numeratorial and \( q \) denominatorial parameters is defined by the series \([16, p. 41]\)

\[
_{p}F_{q}
\left[
\begin{array}{c}
\begin{array}{c}
a_1, a_2, \ldots, a_p \\
b_1, b_2, \ldots, b_q
\end{array}
\end{array}
\; \ |
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
1
\end{array}
\end{array}
\end{array}
\right]
\frac{x^n}{n!} = 
\sum_{n=0}^{\infty}
\frac{(a_1)_n(a_2)_n\ldots(a_p)_n}{(b_1)_n(b_2)_n\ldots(b_q)_n} x^n,
\]

where \((a)_n = \Gamma(a + n)/\Gamma(a)\) is the Pochhammer symbol (or ascending factorial). When \(q = p\) this series converges for \(|x| < \infty\), but when \(q = p - 1\) convergence occurs when \(|x| < 1\) (unless the series terminates). In what follows we shall adopt the convention of writing the finite sequence of parameters \((a_1, \ldots, a_p)\) simply by \((a_p)\).

It is well known that whenever hypergeometric functions reduce to gamma functions, the results are very important from the applications point of view. Thus, the classical theorems of Gauss, Kummer and Bailey for the series \( _2F_1 \), and of Watson, Dixon, Whipple and Saalschütz for the series \( _3F_2 \), and others, play an important role in the theory of hypergeometric and generalized hypergeometric series. In [3, 4, 5], Lavoie \etal. considered generalizations of some of the above-mentioned classical summations. In particular, they obtained a generalization of Gauss’ second summation theorem, given by

\[
_{2}F_{1}
\left[
\begin{array}{c}
\begin{array}{c}
a, b \\
(a + b + j + 1)
\end{array}
\end{array}
\; \mid \frac{1}{2}
\right] = \pi^\frac{1}{2}
\frac{\Gamma\left(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}a + \frac{1}{2}\right)\Gamma\left(\frac{1}{2}b + \frac{1}{2}\right)}
\]

provided \(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2} \neq 0, -1, -2, \ldots\), in the following form

1.1. Theorem. \([5]\) Provided \(\frac{1}{2}(a + b + j + 1) \neq 0, -1, -2, \ldots\), we have the summation

\[
_{2}F_{1}
\left[
\begin{array}{c}
\begin{array}{c}
a, b \\
(a + b + j + 1)
\end{array}
\end{array}
\; \mid \frac{1}{2}
\right] = \pi^\frac{1}{2}
\frac{\Gamma\left(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2}j + \frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}a - \frac{1}{2}b + \frac{1}{2}\right)\Gamma\left(\frac{1}{2}a - \frac{1}{2}b + \frac{1}{2}j + \frac{1}{2}\right)}
\]

\times \left\{ \frac{A_j(a, b)}{\Gamma\left(\frac{1}{2}a + \frac{1}{2}\right)\Gamma\left(\frac{1}{2}a + \frac{1}{2}j + \frac{1}{2}\right)} + \frac{B_j(a, b)}{\Gamma\left(\frac{1}{2}a\right)\Gamma\left(\frac{1}{2}a + \frac{1}{2}j\right)} \right\}
\]

for integer \(j\). As usual, \([x]\) denotes the greatest integer less than or equal to \(x\), its modulus is denoted by \(|x|\) and we have defined

\[
\delta_j \equiv \frac{1}{2}j - [\frac{1}{2}j].
\]

The coefficients \(A_j(a, b)\) and \(B_j(a, b)\) are displayed in Table 1 for \(0 \leq j \leq 5\), where the coefficients for \(j < 0\) satisfy

\[
A_{-j}(a, b) = (-1)^j A_j(a, b), \quad B_{-j}(a, b) = (-1)^{j+1} B_j(a, b).
\]

<table>
<thead>
<tr>
<th>(j)</th>
<th>(A_j(a, b))</th>
<th>(B_j(a, b))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(1)</td>
<td>(0)</td>
</tr>
<tr>
<td>1</td>
<td>(-1)</td>
<td>1</td>
</tr>
<tr>
<td>(\frac{1}{2}(a + b - 1))</td>
<td>(-2)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(-\frac{1}{2}(3a + b - 2))</td>
<td>(\frac{1}{2}(3b + a - 2))</td>
</tr>
<tr>
<td>(\frac{1}{2}(a + b - 1)(a + b - 3) + ab)</td>
<td>(-2(a + b - 1))</td>
<td></td>
</tr>
<tr>
<td>(\frac{1}{2}(a + b - 2)(5a + b - 4) + a(b + 1))</td>
<td>(\frac{1}{2}(a + b - 2)(5b + a - 4) + b(a + 1))</td>
<td></td>
</tr>
</tbody>
</table>
Recently Miller [7], Miller and Paris [8, 9] and Miller and Srivastava [12] studied the generalized hypergeometric series (including integer parameter differences) and obtained numerous transformation and summation formulas for the series \( r+2 F_{r+1}(z) \) and \( r+1 F_{r+1}(z) \). In our present investigation, we shall require the following result established in [8] expressing \( r+2 F_{r+1}(z) \), with \( r \) numeralional and denominatorial parameters differing by the positive integers \((m_r)\), in terms of a finite sum of Gauss hypergeometric functions.

1.2. Theorem. [8] Let \((m_r)\) denote a set of positive integers with \( m = m_1 + \cdots + m_r \). Then, when \(|z| < 1\), we have

\[
\binom{r+2}{r+1} a, b, \left(\binom{f_r}{m_r} \right) ; c, \left(\binom{f_r}{m_r} \right) ; z \right] = \sum_{k=0}^{m} \frac{(a)_k (b)_k}{(c)_k} z^k C_k(r) F_{r+1} \left[ \frac{a + k, b + k}{c + k} ; z \right],
\]

where the coefficients \( C_k(r) \) are defined by [10]

\[
C_k(r) = \frac{(-1)^k k!}{(r+1)! F_{r+1} \left[ -k, \left(\binom{f_r}{m_r} \right) ; 1 \right]}.
\]

The expansion also holds when \( z = 1 \) provided \( \text{Re}(c - a - b) > m \).

Alternatively, the coefficients can be expressed in the form [8]

\[
C_k(r) \equiv \frac{1}{\Lambda} \sum_{j=k}^{m} \binom{j}{k} \sigma_{m-j}, \quad \Lambda = (f_1)_m \cdots (f_r)_m,
\]

with \( C_0(r) = 1, C_m(r) = 1/\Lambda \), where \( \{1\} \) denotes the Stirling number of the second kind and the \( \sigma_j \) \((0 \leq j \leq m)\) are generated by the relation

\[
(f_1 + x)_m \cdots (f_r + x)_m = \sum_{j=0}^{m} \sigma_{m-j} x^j.
\]

The result (1.5) and (1.6) can also be deduced as a particular case of the more general expansion given by Luke in [6, Eq. (5.10.2(4))] combined with the fact that \( C_k(r) = 0 \) for \( k > m \) [2, 10].

1.3. Remark. If we set \( z = 1 \) in (1.5), we immediately obtain the generalization of the Karlsson-Minton summation theorem [11, 12]

\[
\binom{r+2}{r+1} a, b, \left(\binom{f_r}{m_r} \right) ; c, \left(\binom{f_r}{m_r} \right) ; 1 = \frac{\Gamma(c)\Gamma(c - a - b)}{\Gamma(c - a)\Gamma(c - b)} \sum_{k=0}^{m} \frac{(-1)^k (a)_k (b)_k C_k(r)}{(1 + a + b - c)_k}
\]

provided \( \text{Re}(c - a - b) > m \). If \( c = b + 1 \) and use is made of the alternative representation of the coefficients \( C_k(r) \) in (1.7), this reduces to the Karlsson-Minton summation formula given by [11, 13]

\[
\binom{r+2}{r+1} a, b, \left(\binom{f_r}{m_r} \right) ; b+1, \left(\binom{f_r}{m_r} \right) ; 1 = \frac{\Gamma(1 + b)\Gamma(1 - a)}{\Gamma(1 + b - a)} \frac{(f_1 - b)_m \cdots (f_r - b)_m}{(f_1)_m \cdots (f_r)_m}
\]

when \( \text{Re}(-a) > m - 1 \).

Our aim in this paper is to obtain explicit expressions of

\[
\binom{r+2}{r+1} a, b, \left(\binom{f_r}{m_r} \right) ; \left(\binom{f_r}{m_r} \right) ; 1 = \frac{\Gamma(1 + b)\Gamma(1 - a)}{\Gamma(1 + b - a)} \frac{(f_1 - b)_m \cdots (f_r - b)_m}{(f_1)_m \cdots (f_r)_m}
\]

for complex parameters \( a, b \) and \( (f_r) \) and for \( j = 0, \pm 1, \ldots, \pm 5 \), where \( r \) pairs of numeralional and denominatorial parameters differ by positive integers \((m_r)\). For this purpose we shall make use of the expansion (1.5) combined with the generalization in (1.2) of Gauss’
second summation theorem. Several special and limiting cases of our main findings are also presented.

2. Summation formulas

Our main result is given by the following theorem.

2.1. Theorem. Let \((m_r)\) be a set of positive integers with \(m = m_1 + \cdots + m_r\) and let \(j\) be an integer. Then, the generalized hypergeometric function of argument \(\frac{1}{2}\) and with \(r\) pairs of numeratoral and denominator parameters differing by positive integers has the summation

\[
\sum_{j=0}^{m} C_k(r) \frac{\Gamma\left(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2}j \right)}{\Gamma\left(\frac{1}{2}a + \frac{1}{2}k\right)} = \frac{1}{a+b} \left( \Gamma\left(\frac{3}{2}a + \frac{1}{2}b + \frac{1}{2}k\right) \right),
\]

where \(A_j(a, b, k)\) and \(B_j(a, b, k)\) are defined in Table 1 and use of (1.4) simply by putting \(a \mapsto a + k\) and \(b \mapsto b + k\), and \(\delta_j\) is defined in (1.3).

Proof. If we set \(z = \frac{1}{2}\) and \(c = \frac{1}{2}(a + b + j + 1)\), where \(j\) is an integer, in (1.5) we obtain

\[
\sum_{j=0}^{m} C_k(r) \frac{\Gamma\left(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2}j \right)}{\Gamma\left(\frac{1}{2}a + \frac{1}{2}k\right)} = \frac{1}{a+b} \left( \Gamma\left(\frac{3}{2}a + \frac{1}{2}b + \frac{1}{2}k\right) \right).
\]

Application of (1.2) then leads to the result stated in (2.1). \(\square\) \(\square\)

To simplify the presentation of specific cases, we define the quantities \(D^{(1)}_\pm(k)\) and \(D^{(2)}_\pm(k)\) by

\[
D^{(1)}_\pm(k) \equiv \frac{1}{a \pm b} \left( \Gamma\left(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2}k\right) \pm \Gamma\left(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2}k\right) \right),
\]

\[
D^{(2)}_\pm(k) \equiv \frac{1}{(a \pm b)^2} \left( (a+b+2k-1) \Gamma\left(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2}k\right) \pm 4 \Gamma\left(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2}k\right) \right).
\]

Then, upon use of the duplication formula for the gamma function

\[
\sqrt{\pi} \Gamma(2z) = 2^{2z-1} \Gamma(z) \Gamma(z + \frac{1}{2}),
\]

we have the following summations.

2.2. Corollary. The summations in (2.1) for \(j = 0, \pm 1, \pm 2\), respectively, take the form

\[
\sum_{j=0}^{m} C_k(r) \frac{\Gamma\left(\frac{1}{2}a + \frac{1}{2}b + \frac{1}{2}j \right)}{\Gamma\left(\frac{1}{2}a + \frac{1}{2}k\right)} = \frac{1}{a+b} \left( \Gamma\left(\frac{3}{2}a + \frac{1}{2}b + \frac{1}{2}k\right) \right).
\]

(2.3)
3. Specific examples

As specific examples, we let $r = 1$, $m_1 = 1$ and $f_1 = f$, so that $C_0(1) = 1$, $C_1(1) = 1/f$, and thus obtain

$$
\begin{align*}
(3.1) & \quad _3F_2\left[\begin{array}{c}
\frac{1}{2} a, b, f + 1, \\
\frac{1}{2} (a + b + 1) \\
\end{array} \right] \left( \frac{1}{2} : \frac{1}{2} \right) \\
& = \frac{\pi}{2} \frac{\Gamma(\frac{1}{2} a + \frac{1}{2} b + \frac{3}{2})}{\Gamma(\frac{1}{2} a + \frac{1}{2} b) \Gamma(\frac{1}{2} + \frac{3}{2})} \left( \frac{1}{\Gamma(\frac{1}{2} a + \frac{1}{2} + \frac{3}{2})} + \frac{2f}{\Gamma(\frac{1}{2} a) \Gamma(\frac{1}{2} b)} \right),
\end{align*}
$$

$$
\begin{align*}
(3.2) & \quad _3F_2\left[\begin{array}{c}
\frac{1}{2} a, b, f + 1, \\
\frac{1}{2} (a + b + 1) + \frac{1}{2} \\
\end{array} \right] \left( \frac{1}{2} : \frac{3}{2} \right) \\
& = 2\pi^2 \frac{\Gamma(\frac{1}{2} a + \frac{1}{2} b + 1)}{a + b} \left( \frac{(a + f)/f}{\Gamma(\frac{1}{2} a + \frac{1}{2}) \Gamma(\frac{1}{2} b)} + \frac{(b + f)/f}{\Gamma(\frac{1}{2} a) \Gamma(\frac{1}{2} b + \frac{3}{2})} \right).
\end{align*}
$$

$$
\begin{align*}
(3.3) & \quad _3F_2\left[\begin{array}{c}
\frac{1}{2} a, b, f + 1, \\
\frac{1}{2} (a + b + 1) + 1, \\
\end{array} \right] \left( \frac{1}{2} : \frac{1}{2} \right) \\
& = 2\pi^2 \frac{\Gamma(\frac{1}{2} a + \frac{1}{2} b + \frac{3}{2})}{(a + b)^2 - 1} \left( \frac{a + b - 1 \mp (2ab)/f}{\Gamma(\frac{1}{2} a + \frac{1}{2}) \Gamma(\frac{1}{2} b + \frac{3}{2})} + \frac{4 \mp 2(a + b + 1)/f}{\Gamma(\frac{1}{2} a) \Gamma(\frac{1}{2} b)} \right).
\end{align*}
$$

3.1. Remark. The summation in (3.2) with the upper signs has been obtained previously in [10] and [15].

The summations in (2.1) corresponding to $j \geq 1$ are not valid when $a - b = 0, \pm 1, \ldots, \pm (\frac{j}{2} - \frac{1}{2})$ for odd $j$, and when $a - b = \pm \frac{1}{2}, \ldots, \pm (\frac{j}{2} - \frac{1}{2})$ for even $j$. In such cases we may use l'Hôpital’s rule and the duplication formula (2.2) to obtain the limiting cases given below.
3.2. Corollary. When \( a = b \), for example, we find the following summations corresponding to \( j = 1, 3 \) and 5 respectively:

\[
(3.4) \quad r + 2 F_{r+1} \left[ \frac{a, a, (f_r + m_r)}{a + 1, (f_r)} ; \frac{1}{2} \right]
\]

\[
(3.5) \quad = 2^{a-1} a \sum_{k=0}^{m} C_k(r)(a) \left\{ \psi\left(\frac{1}{2}a + \frac{1}{2}k + \frac{1}{2}\right) - \psi\left(\frac{1}{2}a + \frac{3}{2}k + 1\right) \right\},
\]

\[
(3.6) \quad = 2^{n-1} a(a+1) \sum_{k=0}^{m} C_k(r)(a) \left\{ (2a + 2k - 1)\left\{ \psi\left(\frac{1}{2}a + \frac{3}{2}k + \frac{1}{2}\right) - \psi\left(\frac{1}{2}a + \frac{1}{2}(k + \frac{1}{2})\right) \right\} + 2 \right\}
\]

and

\[
(3.7) \quad = 2^{n-1} a(a+1) \sum_{k=0}^{m} C_k(r)(a+1) \left\{ \psi\left(\frac{1}{2}a + \frac{3}{2}k + \frac{1}{2}\right) - \psi\left(\frac{1}{2}a + \frac{1}{2}(k + \frac{1}{2})\right) \right\}
\]

where \( \psi \) is the digamma or psi function.

3.3. Corollary. Similarly, if \( a - b = 1 \) when \( j = 2 \) and 4 we find the summations:

\[
(3.8) \quad = 2^{n} a(a+1) \sum_{k=0}^{m} C_k(r)(a+1) \left\{ (a + k)\left\{ \psi\left(\frac{1}{2}a + \frac{1}{2}(k + \frac{1}{2})\right) - \psi\left(\frac{1}{2}a + \frac{1}{2}(k + \frac{1}{2})\right) \right\} + 1 + \frac{1}{2(a + k)} \right\}
\]

Finally, it is worthy of mention that when \( r = 0 \) we retrieve respectively from (3.4)–(3.8), or from (1.2), the following results for the series \( 2 F_1 \):
Some summation formulas for the hypergeometric series $\,_{r+2}F_{r+1}(\frac{1}{2})$ and

$$2F_1\left[a, a+1 \mid a+3, \frac{1}{2}\right] = 2^a(a+1)(a+2) \left(a\psi\left(\frac{1}{2}, a\right) - \psi\left(1, a+1\right)\right) + 1 + \frac{1}{2a}.$$

3.4. Remark. The first of the above $2F_1(\frac{1}{2})$ summations is found in [1, p. 557] and in [14, p. 492] written in slightly different form, but the remaining results are believed to be new.
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